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Guidelines for maintenance of WiMAX network


The WiMAX network started rolling out in year 2009 onwards with turn key project executiuon by the vendors. . Need is now felt for comprehensive guidelines covering various aspects of corrective and preventive maintenance. This document has been prepared based on inputs from different circles and equipment vendors as general guidelines for the Operation and Maintenance of WiMAX network elements. It provides indicative list of various routines, procedures and other vital aspects on the subject. It is expected that ensuring timely operation of various routines and analysis of reports would result in improvement in performance and would also help to reduce the down time of WiMAX network elements. This document however does not override the O&M Manuals (Command Descriptions, Printout Descriptions etc) supplied by different equipment vendors. It only contains important routines, as indicative list, to be carried out by O&M personnal, Logs and records maintenance and Reports for analysis. Section-A deals with Core equipment only and Section-B is meant for RF network elements.

SECTION-A

This section  is meant for O&M of core (EMS,ASN,HA,AAA etc.) elements. 

1.0 Routines

1.1  Important routines:  The followings are important routines to be ensured on daily, weekly and monthly basis as per schedule stated in this section: 

1.1.1 Dump and Log Handling 

1.1.2 System Backup Dump Handling

1.1.3 Transaction Log Handling

1.1.4 Lifeline Test 

1.2  Logs and Records: Keeping logbooks and records provide an easy and quick reference to the technical history of each switch hence it is important.
1.2.1 Important Event Log : Important faults/ events of the day that took place and are worth preserving for High level view are to be recorded in this register (See Format Annexure I). 
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1.2.2 General Activity Log : A record of all work done, including faults occurring and the action taken during the duty period, needs to be entered in it. 
1.2.3 Customer Complaint Record: A record of complaints related to switch received from the Customers through Call Centers or otherwise with dates, reason, response and status, etc. (See Format Annexure II).
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1.2.4 Vendor Service Request record: A list of VSRs sent to the vendor, who has supplied the equipment with details of date sent, date answered, outcome satisfactory or not etc.
1.2.5          Software Record: A list of all software loaded on exchange, version, upgrades, date of effect and information realting to its license and expiry date should be maintained for each of the network element.

1.2.6 Spare-part List: A list of spares shall be available at the switch, with use of spares, dates, reason, etc. The movement of spares sent to the repairer or vendor will also be recorded with date, return time and satisfactory work.
1.2.7          New Application & Patch Correction Log: Record of the new applications or patches added to the switch including dates, reasons etc. should be recorded.
1.2.8       Alarm List: The print outs or softcopy of all alarms should be maintained for 3 months.

1.2.9          Restart Log: A record of all restarts (Input Output Group and Central Processor), both ordered and automatic with cause needs to be kept in switch room so as to assess performance of the switch. (See Format Annexure III).
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1.3. Daily Routines

1.3.1 Morning File:  Run the daily command file for checking the system alarms, system status, etc. Sufficient time needs to be allotted for careful analysis of the results. This important practice will ensure that the technicians remain up to date with status of the switch. 

1.3.2 Alarm List: The Alarm list should be checked regularly. Staff should ensure that all alarms are remedied within the defined acceptable time limits (24Hrs) and are escalated promptly to the concerned executive.
1.3.3 Check of IO Terminals:  Access Terminals and their storage memory space, Printers and paper in them, MT/OD Devices etc need to be checked for keeping them fit for use. 

1.3.4   Verify Temperature / Humidity: Check the switch room temperature and humidity. If abnormal, urgent action is required to be taken.

1.3.5 Duty Shift Handover: Generally a large overlap between shifts ensures there is sufficient communication between the staff. Incoming staff should also be briefed on problems, which were cleared, as these may have a tendency to recur. A register shall be maintained for this.

1.4       Weekly routines

1.4.1 Weekly File: Check Alarm log, restart or application error, status of correction application, software file congestion, CP and RP error records, status of different modules, Group switch, Network Synchronization, Clock reference etc.

1.4.2 Save Transaction Log: All logs relating to various transaction and activities should be saved.
1.4.3 Power: Check the rectifier as well as inverter load measurement and maintain a record. The fitness with regard to auto-start, lighting, ventilation and load on Engine Alternators should be checked.
1.4.4 System Backup:-

General backup Schedule: 

a) System backup should be taken for all NEs once a day, 



preferably during slack hours.
b) The backup should be checked at regular intervals for 



completeness of data & ability of backup to restore the 



system. The standby mode of the network element 




could be used for the purpose.  
c) Assessment of time, likely to be taken, to restore the 



system should be carried out once in six months.
d) There should be multiple sets of backup with proper 



date and time and also the name of network element 



written on each of them. These sets may be kept at 



locations easily accessible and well known to the 




concerned staff. 

e) Our own staff should take the backup and do above 



stated activities. If need be, assistance of vendor in the 



form of supervision may be sought in the beginning till 



the time our staff becomes confident to be able to 




handle the situation independently.

f) Backup must be taken before & after every 





configurational /software version change.

1.4.4.1
CDR backup & Archiving: 


With the passage of time, utility of data gets reduced and hence it is 

necessary to archive the data whether residing in network element 

servers, PCs or other nodes, at regular intervals else the performance 

of systems deteriorates. Also, backup and restoration takes longer time 

leading to longer duration of network outage.

a) Raw CDRs file beyond four months should be archived.

b) Raw CDRs beyond six months to be saved in separate 



server and archived from the main system as well as 



from the mediation.

c) Raw CDRs at each EMS location need to be preserved 



only upto six months in a device like optical disc etc.

1.5 Monthly routines


At monthly maintenance interval, the following should be checked in addition to the weekly maintenance checkpoints.                        
1.5.1  Software Control: Check for all corrections and confirmation of activations.

1.5.2 Verification of Subscriber Services: Check that all subscriber services are working and 

1.5.3 Check of Supervision Data: Check all supervision parameters i.e Configuration parameters. Performance parameters. Change or load the parameters, if necessary, according to the changed requirements. Verify that supervision is active and that it is set to reasonable values.

1.5.4 Check of Routing information: should be checked for all routes
1.5.5 Check of Batteries: Check the batteries, e.g. cleaning and leakage etc.   
1.5.6 Check of HD Content: Verify store allocation, free space on HD drives and delete/ archive old files. Same action should be taken for PCs also.

1.5.7 Check Alarms: Check fitness of alarm panel, aalarm interfaces, External alarms, software records, data masking etc.

1.5.8 Air-conditioning & E/A: Review of capacity sufficiency, servicing due etc.

1.5.9 Reports: All Traffic related parameters are processed for monthly reports. Special attention and analysis is required on speed rate, coverage patch related complaints, Billing Complaints, causes for service provisioning related complaints etc. 


1.5.10
Coordination meetings: Coordination meeting with the officers in-charge of  Broadband,  media and other concerned officers should be convened by the officer in-charge of EMS.

1.6 Quarterly routines

At a three-month maintenance interval, the following should be checked in addition to the weekly and monthly maintenance checkpoints.

1.6.1 CP Load Measurement: CP load (Processor Load) measurement results to be collected and analysed.

1.6.2 Check Consumable / Spares / Inventories: A neglected spare part store can escalate the emergency situation and huge loss to the organization hence thorough check and control is necessary.

1.7 Other Routines and Procedures

1.7.1 Spare-part Routines

· There should be a regular check to ensure the availability of sufficient spares and consumables to service the switch. 

· A list of spares should be available at the core network sites 
· A record of spare equipment ( available or sent for repair) should be available in the core network sites.

1.7.2 Flow Charts: Flow charts, indicating actions required to be taken in case of any anticipated failure of each element specially EMS,ASN,HA,AAA may be prepared, displayed and circulated among all concerned staff every year.

Earth Resistance:  It needs to be measured once in six months and record should be maintained. 
SECTION-B


This section is meant for O&M of RFnetwork  elements.

2.1 Logs and Records

Log book has to be maintained at each and  every BTS site.

2.1.1 Daily Log for all activities at BTS site including the outage

2.1.2 Power & Engine Alternator run log book

2.1.3 Spare-part list in each divisional office under DE (WiMAX)
2.1.4 Complaint register in the office of DE (WiMAX) for network related problems


2.2
Regular Maintenance Routines

Whenever visiting a BTS site, check the following points to ensure that everything is in order:

· Check for any fault in the unit or any other alarms.

· No visual damage to the equipment or site room is evident. 

· The waveguides and connectors are fixed propoerly

· Air conditioners are functioning correctly. There is no leakage of air-conditioned air through door, window or waveguide openings.

· The air inlet / filters to the cabinet are clean.

· Check for any surrounding activities or changes close to the site that may affect the performance of the system or safety of the equipment.

· Indoor light is working & Indoor emergency light is working.

· All modules of SMPS power plant are working properly and load is being shared by all.

· Check back-up batteries for corrosion and leakage. 

· In addition, make sure that any other local routines are checked.

· Check the run time of Engine Alternator and compare it with the manufacturers’ recommended service interval regarding the run time and ensure regular service. 

· The oil in the Engine Alternator should be checked with the dipstick to ensure its sufficient level and also its usefulness.

· Earth value has been measured once in every six months and the same is displayed.

· Navigation light on the tower is operational and condition of tower with regard to its painting etc is OK.

· Expiry date on Fire extinguisher and sufficiency of fire safety equipments. 
·  Check the AMF contorl panel.                           

2.3 Daily Routine

· Visual check on points mentioned under heading “Regular Maintenance Routine” above is required on daily basis at the level of staff posted at the site of BTS.
· Daily report on BTS or Cell outage alongwith reason like media, power or any other, should be submitted by the in-charge of BSC or BTS (s) to his controlling Divisional Engineer apart from immedaite corrective action at his own level. Divisional Engineer will give importance to preventive measures so that there permanet cure to such problems.
· Daily report from EMS client/M2000 on network performance giving cellwise details on ping drops, network accesing rate,network elements failure etc. should be analysed and worst 5 cells under each of the categories be analysed for corrective action so that these cells do not continue to be worst five. 

· Some of the causes responsible for Drop Rate are:

· Bad Signal strength 

· Improper Link budget

· Intereference (Co-channel, Adjacent-Channel or from other operators etc.)

· Bandwidth Congestion 

· Neighbour cell not defined
· Cell parameters are not optimised

· Subscriber reasons

· These reasons could be ascertained by checking parameters of cells in EMS Client/M2000 and by conducting Drive Test in and around the bad performing BTS sectors. 

2.4 Weekly Routines

Weekly reports should be made by the O&M personnal in charge of BSS  to the Manager (DGM & GM). The reports should contain:

· Major disturbances (Cell outage if any beyond 1 hour)

· Traffic reports on network performance already defined in the Quality of Service format.

· Implementation of O&M routines as per instruction manual supplied by the equipment vendors. 
·  A brief summary detailing what work has been completed during the week and what changes in performance have been recorded.
2.5 Monthly Routines

· Climate control i.e. air conditioners are functioning correctly. There is no leakage of air-conditioned air through door, window or waveguide openings.

· The air inlet / filters to the cabinet are clean.

· The oil in the Engine Alternator should be checked with the dipstick to ensure sufficient level and also its usefulness.

· Functioning of all alarms is tested for service worthiness.

· A printout of all cell data should be made once in every month and check for false/ extra data should be carried out.

· Weak cell of batteries to be identified and remedial action should be taken. 

2.6 Monthly Reports

Monthly reports should be prepared for the Circle & Corporate Office Management review. The report should contain:

· Major interruptions in, BTS (Cell outage for more than one hour)

· Network Congestion & Quality of Service .
· A brief summary about the work carried out on the network during the month including details about network expansion & Drive Test.
               2.7     Quarterly Routines

The following should be checked once in a quarter in addition to the regular daily and weekly check-ups:-

· Carry out battery back-up voltage test, to ascertain whether the batteries are holding their full charge. The instructions vide letter No. 7-1/2003-PHM dated 4-1-2005 (Copy at Annexure-IV), should be followed in this reagrd.
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· Check the site temperature and humidity,  see O&M manual supplied by the vendors. 

· Updation of data in the planning tool based on results of Drive Tests during the quarter. 

· Cell Planning and RF Planning should be reviewed for any possible error or change in situation due to addition, deletion or change in configuration of BTS in the network. 

· Any additional BTS should be put in service only after A/T and special monitoring on)through put in all cells in the BTSarea is necessary so as to be sure that it is not impacting the performance of any other sector/ cell adversely.  

2.8      Half-yearly Routines

· Power measurement at the top of the BTS rack for all Sector / Carriers.

· The waveguides and connectors are fixed propoerly.

· VSWR should be measured once in six months for every BTS and its value should be maintained within the limit (<1.3) for all waveguides.

· Earth resistance should be measured for all BTS, and other WiMAX network element locations. The value of earth resistance in respect of DC earth, Tower earth and AC earth should be <2 ohm. The detailed instructions have already been circulated by MS Cell of corporate office letter No. 36-3/ 2004- PHM dated 21-7-2004 (copy available as Annexure-V). Annexure V has to be reviewed.
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· It should be checked if there is any leakage for A/C as the same increases load on the plant and also power consumption. It also needs to seen that penalty is not being imposed by Electricty Boards on account of power factor, over consumption etc.

2.9 Drive Test

Drive test is a very important activity and hence should be carried out at regular intervals. 


Requirements: Followings should be ensured for making Drive Test a real possible routine activity:

i) Most of the staff posted in the BSS O&M should be given class room as well as on the job training to carry out Drive test. 

ii) Sufficient number of Drive test tools should be available so as to carry out this activity as per requirement defined below. It would be appropriate to have independent drive test tool for each of the DE (BSS). Team of two persons (One with Drive Tester and other with OMC-R) could be assigned to exclusively for this job in each of the BSC/ DE (BSS) areas.

iii) Digital maps with network planning & RF planning data should be available in respect of each of the cities covered.

Schedule: Drive Test should be performed: 

· Whenever any new BTS is integrated in the network

· If there is poor performance on account of through put,. Excessive Handovers.

· It is desirable to have regular drive test once in every three months in all those cities where multiple BTSs are working. It is necessary to have drive test once in every six months in each of the cities covering all important localities/ business centers/ Highways/ Rail-routes.

2.10 Test After Changes in network


After major changes in the switch, e.g. software upgradation, major extensions, reconfigration of radio network or analysis, putting new nodes into service and after all major changes of data, the following  activities should take place.

· System backup drump

· Traffic cases should be tested

· Hand over test

· Check of Stastical data

2.11 Spare-part Routines

· There should be a regular check to ensure the availability of sufficient spares and consumables to service the BTS sites. 

· A list of spares should be available at the WiMAX incharge. A record of spare equipment replaced in the field, available at site or sent for repair should be kept at BTS sites.

· At least one spare BTS equipment along with radio link should be kept ready in each of the circles to meet out unforeseen developments like festivals, meetings or natural calamities. 

ANNEXURE-I: Event Log Register
	S/N


	Date & Time of Fault/Event Occurred


	Details of Fault
	Docket Number
	Docket Booked to
	Action Taken on Docket
	Date &Time of Rectification of Fault/Event
	Remark

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	S/N


	Date & Time of Complaint Received

	Complaint received from Call Centre/Customer


	Contact Number of Complaining Customer  (if complaint received from customer)


	Details of Complaint


	Complaint related to(RF/Switch/Quality etc.)
	Action Taken on Complaint
	Date &Time of Rectification of Complaint
	Status

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


 ANNEXURE-II: Customer Complaint Record 

ANNEXURE-III: Restart Log book

	S/N


	Date & Time of Equipment restart


	Reason to Restart System/Equipment


	Impact of System/Equipment Restart


	Weather problem solved due to system restart(Marginally/Fully)


	Date & Time of System Normalised


	Duration for which Services affected due to restart


	Prior permission taken to restart system(Yes/No)


	Remark



	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


[image: image7.jpg]- - Bharat Sanchar Nigam Limited
Corporate Office, Statesman House,

Barakhamba Road, New Delhi.
(MS Cell)
No. 7-12003-PM
Date 4.1.2005

Sublect: Automatic iolation/reconnection of battery far power panels on reaching a
threshold of 44.4 Volss

Doubts were raiscd by some of the field units sbout eep discharge off maintennce
free batieries (VRLA) in case of power failures specially on unattended stations.

U this regard it s seen that there s a provision in Specifications for automatic
isolationreconnction of battery bank from the load. The cut off voliage has been mentined
s LBViecll (44.4 + 0.25V) as per clause no. 5-6-1 of TEC GR no. GISMP-01/03. March 97
which s further reiterated in latest TEC GR no, G/SMP-01/04 Feh, 04 clause no. 4 8.1

You arc, a5 such, requested to issue instructions (0 all the feld units to imploment this
provisionfor which a setling has to be donc in the power plants. The above provision mas
please be gal implemenied in all the power plans, partieularly in telezom instalitions hieh
are unattended. by 15th January 2005

Further al exehange incharges may be direeted to follow the TEC guidelines fssucd o
monitoring of VRLA battery sets (GR no. GLBAT-03/01 June 2003) und conrs. ot the
paitial discharge test monthly o avoid imperting failure of he VRIA baers s

A complianee (o this _effeet may please be sent by 20th January 2005 to the

undersigned

(Ram Kumar)
Sr. DDG(MS)
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Sublect: Automatic iolation/reconnection of battery far power panels on reaching a
threshold of 44.4 Volss

Doubts were raiscd by some of the field units sbout eep discharge off maintennce
free batieries (VRLA) in case of power failures specially on unattended stations.

U this regard it s seen that there s a provision in Specifications for automatic
isolationreconnction of battery bank from the load. The cut off voliage has been mentined
s LBViecll (44.4 + 0.25V) as per clause no. 5-6-1 of TEC GR no. GISMP-01/03. March 97
which s further reiterated in latest TEC GR no, G/SMP-01/04 Feh, 04 clause no. 4 8.1

You arc, a5 such, requested to issue instructions (0 all the feld units to imploment this
provisionfor which a setling has to be donc in the power plants. The above provision mas
please be gal implemenied in all the power plans, partieularly in telezom instalitions hieh
are unattended. by 15th January 2005

Further al exehange incharges may be direeted to follow the TEC guidelines fssucd o
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